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Abstract

Local Number Portability (LNP) is an Intelligent Network (IN) service which
provides end users the ability to change local telephone service providers without
changing their telephone numbers. LNP is a key service for increasing competition
in the local telephone marketplace To implement LNP, Number Portability
Administration Center (NPAC) is nealed to manage the LNP databases. Service
providers also must implement the carier-level system and update their existing IN
components to provide LNP. In this paper, we present our work on applying the
TMN and CORBA technology to the service management of Intelligent Network,
particularly the LNP. We propose a TMN-based LNP system architedure and
present a design and implementation of NPAC service management system using
CORBA.
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1. INTRODUCTION

Local Number Portability (LNP) [1] provides the ability to retain exiging
telephone numbers when switching from one teleommunications carier to
another, from one region to another, or from one service to ancther. LNP is a key
service for increasing competition in the local telephone marketplace Many
countries are now establishing detailed rules for ensuring competition between
telecom operators.



While there ae several ways to implement LNP, many operators siggest that
the best way is to establish databases which contain the aistomer-routing
information necessary to route telephone cdls to the appropriate terminating
switches. The LNP databases use Intdligent Network (IN) [8] cgpabilities. These
capabilities sparate the customer-identification information from the call-routing
information. In other words, IN technology separates srvice @ntrol functions
from service switching functions.

This separation of functions allows creating flexible and rapid service
implementation and ddivery, using sandard IN functions and standardized
network communication protocols. The Telecommunication Management Network
(TMN) [2] provides a generaly accepted framework for unified management of
telemmmunication services and their underlying networks, by means of generic
management services and related management interfaces. Hence IN represents
only one part of the whole telecmmmunications g/stem, which will be managed by
TMN-based systems. Consequently, TMN concepts may be applied for managing
IN and their services. Several standard organizations, such as TINA [3] or OMG
[5], are working towards the integration of IN and TMN, TMN and CORBA [4],
and IN and CORBA.

Because many major cariers will deploy their own LNP databases, a sngle
accesspoint must be provided to effectively manage and distribute updates to the
common regional LNP database. This is called Number Portability Adminigtration
Center (NPAC), whose spedfication has been defined by North America
Numbering Council (NANC) [9, 10]. To implement LNP, each telemm service
provider must implement carier-level systems, called Local Service Ordering
Administration (LSOA) and Local Service Management Systems (LSMS). Service
providers also must update eisting Service Control Points (SCP) and Signaling
Transfer Points (STP) to provide number portability.

In this paper, we present our work on applying the TMN and CORBA
technology to the service management of local number portability of Intelligent
Network. We firg propose a TMN-based LNP system architedure. We then
present a design and implementation of NPAC service management system using
CORBA. We bdieve our work can contribute towards the integration of IN, TMN
and CORBA.

The organization of the paper is as follows. In Sedion 2, we survey related
work which include IN, TMN, CORBA, and their integration. In Sedion 3, we
present an overview of LNP and describe an LNP architedure within the TMN
architedure. In Sedions 4, 5, and 6 we present the requirements, design, and
implementation of the proposed LNP architedure, respedively. In Sedion 7, we
summarize our work and discusspossble future work.

2. RELATED WORK

In this dion, we present a brief overview of relevant topics aich as IN, TMN,
CORBA, IN/TMN integration and IN/CORBA interworking.



2.1. Intelligent Network

The Intelligent Network (IN) [8] is a service-independent telecommunicaions
network. Intelligenceis taken out of the traditional telephone switch and placed in
computer nodes that are distributed throughout the network. This provides the
network operator with the means to develop and control services more dficiently.
New capabilities cen be rapidly introduced into the network. Once introduced,
services are esily customized to med individual customer’s needs. The IN
functional model consists of threelevels.

e The management and service cedion level provides the means for credion,

deployment, and maintenance of the functions provided in the lower levels.
e Theservice ontrol leve storesthe servicelogic and data.
e The service switching level encompasges the detedion of IN calls.

2.2. Tdemmmunication Management Networ k

TMN [2] provides a managing network framework, which is flexible, scalable,
reliable, and easy to enhance TMN provides capable and efficient networks by
defining standard ways of doing network management tasks and communicating
acrosshetworks. TMN al ows processng to be distributed to appropriate levels for
scalahility, optimum performance and communication efficiency.

TMN principles are incorporated into a telecmmunications network to send
and receave information, and to manage its resources. A telemmmunications
network is comprised of switching systems, circuits, terminals, etc. In TMN
terminology, these resources are referred to as network elements (NES). TMN
enables communication between Operations Support Systems (OSS and NEs.

2.3. CORBA

CORBA [4] is defined by the OMG [5] to provide a common architedure
framework for oljed-oriented applications. With CORBA, users gain access to
information transparently, without them having to know what software or hardware
platform it resides on or whereit islocated on anetwork.

24. INand TMN Integrationin TINA

Teleommunication Information Networking Architecure (TINA) [3] represents
an architedure for future telecommunications and gperations srvices driven by IN,
TMN and CORBA. TINA is being developed by an international consortium of
network operators and equipment manufacturers, exploring the future evolution of
telecmmunication environments.

Integration of IN, TMN and CORBA in TINA is bdieved to start with the
substitution of a few IN components to save the network operator’s investments.
This means that the Service Switching Points (SSP already deployed on a global
basis in the exchanges, representing the biggest amount of IN-related investment,



would most likely be the last elements to be replaced (or TINArised). Figure 1
ill ugtrates the proposed migration stepsin TINA. The first migration step could be
in the Service Management System (SMS). Between the IN and TINA parts of the
network, Adaptation Units must be replaced. These units should support the
communication between the existing IN and TINA.
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Figure 1. Step by step IN TINArisation

25. OMG’s IN/CORBA Interworking

OMG addresses the interworking between CORBA based IN appli cations and the
same gplicationsimplemented using the exigting IN infrastructure. So, they define
two scenarios for the use of CORBA in IN signaling.

e The interworking of CORBA-based IN application entities (e.g., Service
Control Points) with legacy IN application entities (e.g., Service Switching
Paoints) through a gateway mechanism which provides a CORBA view of a
legacy target and alegacy view of a CORBA target.

e The interworking of CORBA-based IN application entities while using the
existing Signaling System No. 7 (SS7) infragtructure as a transport network
for GIOP messages.

For the first case, OMG defines functions and spedfications of a gateway
based on the JDM work [12]. For the semnd case, OMG defines a GIOP mapping
onto the mnnedionless Signaling Connedion Control Part (SCCP) protocol of the
SS7 protocol suite.

3. LOCAL NUMBER PORTABILITY

Local Number Portability (LNP) provides the ability to retain exiging
telemmmunications numbers without impairment of quality, reliability, or
convenience, when switching from one telecmmunications carier to another,
from oneregion to ancther, or from one serviceto ancther.



The three arrently reaognized types of LNP are service provider, location,
and service portability. With al threetypes, subscribers are alowed to keep their
numbers, accessto crosscarrier services (e.g., calling nrame ddli very and automatic
call back), and accessto aher services using crosscarrier information.

The United States Congressand State Public Service Commisson have been
steadily leading the United States down theroad toward service provider LNP [16].
In February, 1998, the U.S. Congresspassed the Telecommunications Act of 1996
[17] aimed mainly at increasing competition in the local telephone marketplace
and required service providers to implement LNP as oon as technicdly feasible.
The U.S. Federal Communicaions Commisson (FCC) already had procealings
underway (FCC Docket 95-116) and issued their first order in July 1996 In this
order, the FCC ordered the implementation of LNP in the largest 100 metropolitan
areas in the U.S. over a 15-month period, beginning with the largest cities in
October 1997. In a sewnd order, issied in August 1997, the FCC delayed
implementation until 1998 Cost recovery for number portabil ity will be defined in
athird arder. Many states in the U.S. have also mandated the implementation of a
number portability service.

3.1. Addressng Schemaof LNP

In the U.S, most states have seleded the location routing number (LRN) model,
which calls for every switch to be identified to the network by a unique-10-digit
number. Unlike today’s routing scheme, in which the dialed-party number
identifies the terminating switch and subscriber, the LRN model uses the location
routing number returned from the LNP database to route the cdl. As the cdl
traverses the network, al switches will use the LRN to route the cdl.
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Figure 2: Example of Changing Service Providers using the LRN Model

Figure 2illustrates how the LRN model implements LNP. In Figure 2 (a), a
phone all to 0562279-5641, is routed and conneded to Subscriber B. In Figure 2
(b), when the service provider is changed, the originating switch sends an LNP
database query and gets the LRN of the new local serviceprovider’s switch, in this
case, 0562220-2200. For routing the cdl, all switches use this LRN. The donor



switch, which isthe old service provider’s, does not have the LRN and thus the cdl
is not routed to the donor switch. The new redpient switch determines whether the
LRN isits own LRN and completes the cdl to Subscriber B if the LRN matches.

3.2.  Number Portability Administration Center

To implement LNP, we neead to establish databases that contain the customer-
routing information necessry to route telephone calls to the appropriate
terminating switches. Because many of the major cariers will deploy their own
SCPs on which the LNP databases run, a single access point must be provided to
effedively manage and digtribute updates to the common regiona LNP database.
These updates will provide al cariers with the changes made when end users
change from one local service provider to another. In the U.S,, most states have
dedded that Number Portability Administration Center (NPAC) [9, 10] will be
used for this. Management of the LNP database by a third party will ensure the
seaurity of all cariers’ customer bases.

Figure 3 illustrates an overall LNP system architedure using NPAC. LNP is
supported, validated, enabled, and managed by NPAC. Each telecommunications
service provider must implement the carier-level systems, called Local Service
Order Adminigtration (LSOA) and Local Service Management Systems (LSMS) to
communicate effedively with NPAC. LSOA handles order mediation functions,
including the mlledion of number portability order data and the cardination of
subscription negotiation and activation with the NPAC. LSMS communicaes
information to the various network dements that make number portability a
practicd redity. The LSMS recaves downloads from NPAC and passs the
updated database to the SCP or SSP

Service Provider 3 Service Provider 4

Figure 3: LNP System Architedure Based on NPAC

3.3. LNPand TMN

The LNP network architecure within the TMN framework is depicted in the
Figure 4. In the Service Management Layer (SML), LSOA handes order
mediation functions, induding the wlledion of number portability order data and
the cordination of subscription negotiation and activation with the NPAC. In the



Network Management Layer (NML), NPAC is respongble for the service
mediation functions, including the mlledion of number portability subscription
changes and the distribution of these updates to the gpropriate Element
Management Layer (EML) element. In the EML, LSMSisresponsible for sending
number portabil ity subscription updates to the appropriate Network Element layer
(NEL) elements, SCP and SSP
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Figure 4: LNP within the TMN Architedure

4. REQUIREMENTS

In this edion, we describe the system requirements of NPAC spedfied by NANC
documents.

4.1. Functional Requirements of NPAC

The foll owing are some of the functional requirements of NPAC.

e  Service Provision: alows a customer to port a telephone number to a new
serviceprovider.

e Disconned Service: asdst the activities for discontinuance of service for a
ported number.

e Repair Service defines the activities performed when a problem is deteded
either by NPAC, a service provider, or by a customer who contacts a service
provider.

e Conflict Resolution: resolves the activities when service providers disagree
on who will serve a particular customer.

e Disaster Recovery and Backup: defines backup and restore activities
performed by NPAC and service providers.

e Order Cancelation: activates processes hecessary when a service provider
cancdsaserviceorder.

e Audit Request: defines the activities performed by NPAC when service
providers request audits of LNP data.



e Report Request: defines the activities performed by NPAC when service
providers request report generation and delivery.

e Data Management: defines the activities performed by NPAC when service
providers make a manual request for data adminigtration.

4.2. NPAC Interfaces

NPAC has the interfaces with LSOA and LSMS. The relationship between an
LSOA and an NPAC is amanager-agent relationship. Therelationship between the
LSMS and the NPAC can be a manager-agent or a gyent-manager relationship,
depending on the function being performed.

4.2.1. LSOA toNPAC Interface

The LSOA to NPAC interface, which allows communications between a service
provider's LSOA and NPAC, supports the retrieval and update of subscription,
service provider, and network information. The following transactions occur to
support local number portahil ity functionality:

e LSOA requests for subscription administration to the NPAC and responses
from the NPAC to the LSOA.

e  Audits requests from the LSOA to the NPAC and responses from the NPAC
to the LSOA.

e Notifications from the NPAC to the LSOA of subscription version data
changes, neal for concurrence or authorization for number porting, conflict-
resolution, cancdl ation, outage in information, or customer disconned dates.

e  Saviceprovider data administration from the LSOA to the NPAC.

4.2.2. NPAC toLSMSInterface

The NPAC to LSMS interface, which allows communications between a service
provider's LSMS and NPAC, supports LNP network element provisioning. The
foll owing transactions occur to support LNP:

e  Subscription version and network data ae downloaded from the NPAC to the
LSMS.

e  Serviceprovider data alministration from the LSMSto the NPAC.

e Notifications from NPAC to the LSMS to the LSMS of planned NPAC
outages.

5. DESIGN

In this sdion, we present the design of a TMN-based Intelligent Network
management system that provides Local Number Portability using CORBA.

5.1. IDL for NPAC

To implement NPAC using CORBA, we need the CORBA IDL definitions for
NPAC. Since GDMO definition for NPAC is defined in [10], we used the GDMO



to CORBA IDL trandation spedfication [11] to generate IDL definitions for
NPAC. Figure 5 shows a sample GDMO to IDL trandation.

InpSubscriptions MANAGED OBJECT CLASS interface InpSubscriptions : X 721::top {
DERIVED FROM C_C| TT Rec _)('721 (1992) LNP_ASN1::LnpSubscriptionsNameType
| 1SO/EC 10165-2 : 1992":top; InpSubscri ptionsNameGet();
CHARACTERIZED BY LNP_ASN1::LocalSMS_CreateReply Type

InpSubscriptionsPkg, subscriptionV ersionLocaSM S_Create();

subscriptionV ersionL ocal SM S-CreatePkg; LNP_ASN1::DownloadReplyType
CONDITIONAL PACKAGES InpDownload();

InpDownloadPkg PRESENT IF LNP_ASN1:DownloadActionType

Ithe object isinstantiated on the NPAC!, LNP_ASN1::0ldSP_CreateReply Type
subscriptionV ersionOldSP-CreatePkg subscri ptionV ersi onol dSP_Create();
PRESENTIF LNP_ASN1::NewSP_CreateReply Type

Ithe object isinstantiated on the NPAC!, subscriptionVersionNewSP_Create():
subscriptionV ersionNew SP-CreatePkg LNP ASN1: DisconnectRepE/Type
PRESENT 'F_ . . subscriptionV ersionDisconnect();

Ithe object isinstantiated on the NPAC!, LNP_ASN1:ActivateReplyType
subscriptionV ersionDisconnectPkg subgcriptionVersi onActivate();
PRESENTIF LNP_ASN1::CancelReply Type

Ithe object isinstantiated on the NPAC!, subscriptionV ersionCancel();
subscriptionV ersionActivatePkg PRESENT IF };

Ithe object isinstantiated on the NPAC!,
subscriptionV ersionCancelPkg PRESENT |F
Ithe object isinstantiated on the NPAC!,
REGISTERED AS {Inp-objectClass 14};

Figure 6: GDMO to CORBA IDL Mapping

A managed diject class in GDMO definition is trandated into an IDL
interface Every managed oljed inheritance hierarchy is retained and the resulting
hierarchical structure is the same as the dass inheritance structure of managed
objeds. In Figure 6, every interface of managed oljed is derived from the t op
class The dtributes are trandated into attribute get or set operations. The GET
attribute has only a get operation, and the GET-REPLACE attribute has get and set
operations.

52. CMIP/CORBA IDL Operation Mapping

CMIP operations are defined by M-CREATE, M-DELETE, M-SET, M-GET, M-
EVENT-REPORT, M-ACTION primitives. We have implemented these
operations using CORBA. We have mapped one CMIP primitive to cne CORBA
IDL method, or several primitives to ane CORBA IDL method. We have also used
threads for creating event after server return. Figure 7 shows an example of the
operation mapping.

5.3. CMIP/CORBA Naming Mapping

In CMIP, to define amanager/agent interface to Managed Information Tree(MIT),
we have to define amanaged oljed and then create its name binding. Each node in
MIT represents amanaged objed and has own name. To support MIT in CORBA,
we first map GDMO to CORBA IDL, and then name CORBA objects using



CORBA Naming Service[18]. However, the naming medanism in CMIP and that
in the CORBA Naming Service ae not same. For example, in CMIP MIT, every
node can have its own managed doject, but in CORBA, only leaf nodes can. Thus,
we neal amapping algorithm for naming.

In CORBA, an objed isnamed by alist of id and kind string pair. We use the
kind for attribute type and theid for itsvalue. To map non-node to managed ohject,
we aeate new node named “objed”. Figure 8 illustrates the name mapping o
CMIPto CORBA.

New-SOA  OId-SOA NPAC LSMS
© © ® ©

M-ACTION |Request subscrfiptionV ersionNew S§_Create

DM -CREATE
subscriptionVersionNPAC

M-CREATE Response
M-EVENT-REPORIT objectCreation
M-EVENT-REPORIT Confirmation

M-ACTION |Response

M-EVENT-REPORT

M-EVENT-REPORT Confjrmation

M-EVENT-REPORT
M-EVENT-REPORT Confirmation

«LNP_ASN1:NewSP_CreaeReplyType subscripitonVersionNewSP_Creae
(in LNP_ASN1:NewSP_CreaeActionType)
« void thread_natification()

Figure 7: CMIPto CORBA IDL Operation Mapping

“InpNPAC_SM S_Name
(1.3.6.1.4.1.103.7.0.0.2.19)" =" conpac”

InpNPAC-SM S

“InpSubscriptionsName
(1.3.6.1.4.1.103.7.0.0.2.22)" =“InpSubscriptions”

[0 led
CORBA @ oring context
O led

kind = “InpNPAC_SMS_Name”

id = “conpac’
kind = “objea” kind = “InpSubscriptionsName”
id = “objea” id = “InpSubscriptions”

Figure 8: CMIP Naming Hierarchy to CORNBA Naming Graph Mapping
6. IMPLEMENTATION

The introduction of distributed processng in the service management area is
promising because it offers the ability to integrate service management and control
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aspeds by means of common objeds and protocols. Thus, we have implemented
NPAC, LSMS, and LSOA using CORBA. We dall this g/stem CONPAC, which
stands for COrba-based NPAC. CONPAC conformsto the NANC spedfications[9,
10], which spedfy the NPAC interoperable interface and functional requirements.
To demonstrate how CONPAC works, we sdeded one NPAC functionality,
namely service provisioning.

Web I/F New SP Web I/F Old sP

LSOA LSM S LSOA LSM S

CORBA ORB

Naming
Service

Event
Service

NPAC ‘

Web I/F

Figure 9: CONPAC System Architedure

We have implemented NPAC, New SOA, Old SOA and LSMS using
CORBA. These ae implemented as CORBA objects, which communicate with
each other through an Objed Request Broker (ORB) [4]. NPAC and LSMS have
databases for LNP information. Between NPAC and LSOA, NPAC acts as a
CORBA server and LSOA asa CORBA client. Between NPAC and LSMS, NPAC
and LSMS can act as either server or client. Figure 9 illustrates the architecure of

CONPAC.
Naming
NPAC Service

(3) request
operation

(5) creae
event (1) bind (2) get object
reference
(4) retur
Event operation
Service
 oava 4 LSOA

event

Figure 10: ServiceProvisioning in CONPAC

Figure 10 illustrates how service provisioning is caried out in CONPAC.
Firg, NPAC regigers the managed dbjects to the Naming Service during initial
procesgng. Then, the foll owing actions take place

(1) LSOA conneds to the Naming Service to get the reference of the managed
objed using the name of managed ohjed.
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(2) The Naming Servicereturnsthe object reference, if found.

(3) Using the objed reference, LSOA sends a request to NPAC for the operation
to ke performed on the managed object.

(4) NPAC returnstheresult of the operation.

(5) Ifitisneeded, NPAC creaes an event usng the CORBA Event Service[18].

(6) LSOA or LSMSreceves and processs the event.

7. CONCLUDING REMARKS

LNP is the key service for increasing competition in the telephone marketplace
Many countries are now establishing cetailed rules for LNP to ensure competiti on
between network operators. Since LNP is one of the IN services, it is esential to
be provided by telephone service operating companies.

In North America, Location Routing Number (LRN) has been adopted for
addressng schema and NPAC for LNP databases. Based on this approach, we have
proposed a TMN-based LNP system architecure. We have implemented CONPAC,
which consists of NPAC, LSOA, and LSMS. All of these have been implemented
as CORBA objeds and communicate with each other through ORB. We have
implemented CONPAC for validating aur integrated architedure. We have
demonstrated the use of CONPAC by implementing one of the NPAC functions,
namely the serviceprovision.

We believe that CONPAC isthefirst step towards the integration of IN, TMN
and CORBA. We are currently implementing the remaining NPAC functions.
When completed, we hope to evaluate its performance and to assess the
implementation of Local Number Portability using CORBA.
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Service Management Layer

Service Management System

Service Switching Point

Signding System No. 7

Signaling Transfer Point

Telecommunication Information Networking Architedure
Telecommunication Management Network

14



